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Abstract:

In this paper we have proposed a generalized exponential estimator for estimating population mean of a variable using an auxiliary variable under the simple random sampling. Mean square error and bias of the proposed estimator have been derived up to the first order of approximation. We have compared the efficiency of the proposed estimator with existing estimators and also calculated the optimal conditions under which our proposed estimator performs better than the existing estimators. We have also derived condition under which our estimator reduces to regression estimator. Results of this study are analyzed theoretically as well as empirically. Improvement over ratio, exponential and regression estimator has been shown using four real data sets.
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1. Introduction

The use of auxiliary information in estimation of population parameters increases the efficiency of the estimators. Cochran (1940) was the first to propose well known ratio estimator for estimating the yield of cereal experiments using auxiliary information. Several authors including Singh et al. (2005), Khosnevisan et al. (2007), Singh et al. (2009), Singh and Kumar (2011), Sharma et al. (2013), Singh and Malik (2014), Singh et al. (2018) and Singh et al. (2019) proposed improved estimators using auxiliary information. Here, we have considered a finite population \( \psi = \{ \psi_1, \psi_2, ..., \psi_N \} \) of size \( N \). Let us consider \( Y \) be the study variable having mean \( \bar{Y} \) and \( X \) be the auxiliary variable having mean \( \bar{X} \). A sample of size \( n \) is drawn from population \( \psi = \{ \psi_1, \psi_2, ..., \psi_N \} \) using SRSWOR (simple random sampling without replacement) and obtained \( \bar{x} \) and \( \bar{y} \) as the sample means of the auxiliary variable and study variable respectively.

Some of the existing estimators (which we have considered for the comparison) with their Bias and MSE (mean square error) up to the first order of approximation are:
I. MSE of the Usual unbiased estimator $\bar{Y}$ for estimating mean

$$\text{MSE}(\bar{Y}_{\text{usual}}) = \bar{Y}^2 \vartheta C_y^2$$  \hspace{1cm} (1.1)

II. Cochran (1940) ratio estimator

$$\bar{Y}_{\text{ratio}} = \frac{\bar{Y}X}{\bar{X}}$$  \hspace{1cm} (1.2)

$$\text{Bias}(\bar{Y}_{\text{ratio}}) = \bar{Y} \vartheta \left( C_y^2 - \rho C_y C_x \right)$$  \hspace{1cm} (1.3)

$$\text{MSE}(\bar{Y}_{\text{ratio}}) = \bar{Y}^2 \vartheta \left( C_y^2 + C_x^2 - 2 \rho C_y C_x \right)$$  \hspace{1cm} (1.4)

III. Bahal and Tuteja (1991) exponential ratio type estimator

$$\bar{Y}_{\text{exp,r}} = \bar{Y} \exp \left( \frac{X - \bar{X}}{\bar{X} + \bar{X}} \right)$$  \hspace{1cm} (1.5)

$$\text{Bias}(\bar{Y}_{\text{exp,r}}) = \bar{Y} \vartheta \left( \frac{3}{8} C_y^2 - \frac{1}{2} \rho C_y C_x \right)$$  \hspace{1cm} (1.6)

$$\text{MSE}(\bar{Y}_{\text{exp,r}}) = \bar{Y}^2 \vartheta \left( C_y^2 + \frac{1}{4} C_x^2 - \rho C_y C_x \right)$$  \hspace{1cm} (1.7)

IV. Regression estimator

$$\bar{Y}_{\text{reg}} = \bar{Y} + \beta (X - \bar{X})$$  \hspace{1cm} (1.8)

$$\text{MSE}(\bar{Y}_{\text{reg}}) = \bar{Y}^2 \vartheta (1 - \rho^2) C_y^2$$  \hspace{1cm} (1.9)

Where $\vartheta = \frac{N - n}{Nn}$, $S_y^2 = \frac{1}{N-1} \sum_{i=1}^{N} (Y_i - \bar{Y})^2$, $C_y = \frac{S_y}{\bar{Y}}$, $C_x = \frac{S_x}{\bar{X}}$

$C_y$ : is coefficient of variation related to auxiliary variable X.

$C_x$ : is coefficient of variation related to auxiliary variable Y.

$\rho$ : is the population correlation coefficient between study variable Y and auxiliary variable X.

This article proposes new estimator and derive its bias and MSE up to the first order of approximation. And compared the efficiency of the proposed estimator with the existing ones. Result is theoretically as well as empirically validated.
2. PROPOSED ESTIMATOR

We have proposed the following generalized exponential estimator for estimating population mean:

\[ \bar{y}_{ra} = \bar{y} - \frac{\bar{x} - x}{X} A \] \hspace{1cm} \text{for } A > 0 \tag{2.1} \]

Where A be any constant.

Exponential estimator \( \bar{y}_{exp} \) is particular case of proposed estimator \( \bar{y}_{ra} \) for \( A = e = 2.71 \ldots \)

For calculating Bias and Mean square error of the estimator \( \bar{y}_{ra} \) we need to find the exact expression for \( E(\bar{y} - \frac{\bar{x} - x}{X} A) \), which is difficult to find.

So, we approximate them using following values:

\[ \epsilon_0 = \frac{\bar{x} - \bar{X}}{X} \Rightarrow \bar{x} = \bar{X}(1 + \epsilon_0) \]
\[ \epsilon_i = \frac{\bar{y} - \bar{Y}}{Y} \Rightarrow \bar{y} = \bar{Y}(1 + \epsilon_i) \]

Since we are estimating population mean under SRSWOR, so we have

\[ E(\epsilon_0) = 0 \]
\[ E(\epsilon_i) = 0 \]
\[ E(\epsilon_0^2) = E\left(\frac{\bar{y} - \bar{Y}}{Y}\right)^2 = 3C_y^2 \]
\[ E(\epsilon_i^2) = E\left(\frac{\bar{x} - \bar{X}}{X}\right)^2 = 3C_x^2 \]
\[ E(\epsilon_0\epsilon_i) = E\left[\frac{\bar{x} - \bar{X}}{X}\left(\frac{\bar{y} - \bar{Y}}{Y}\right)\right] = 3pC_yC_x \]

Writing proposed estimator \( \bar{y}_{ra} \) in terms of \( \epsilon \)'s, we get

\[ \bar{y}_{ra} = \bar{Y}(1 + \epsilon_0) A \left[ \frac{\bar{x} - \bar{x}_{(l+\epsilon)}{X} - \bar{x}_{(l+\epsilon)}}{X} \right] \] \hspace{1cm} \text{for } A > 0 \tag{2.2} \]
\[ = \bar{Y}(1 + \epsilon_0) A \left[ \frac{\epsilon_1}{2}(1 + \frac{\epsilon_1}{2}) \right] \] \hspace{1cm} \text{for } A > 0 \tag{2.3} \]
The term \( \left( 1 + \frac{e_i}{2} \right)^{-1} \) can be expanded and it would be convergent only when \(-1 < e_i < 1\), which means that \(0 < x < 2\bar{x}\). This holds true if the sample size is fairly large i.e. variation in \(x\) is small. With these assumptions, we have

\[
\bar{y}_m = \bar{Y} \left( 1 + e_0 - \frac{e_i}{2} \log_e A + \frac{e_i^2}{4} \log_e A + \frac{e_0 e_i}{2} \log_e A + \frac{e_i^2}{8} \left( \log_e A \right)^2 \right)
\]  

(2.4)

Under the assumption of \(-1 < e_i < 1\), the terms of \(e_0\) and \(e_i\) involving powers more than two are negligibly small. So, we ignored the \(e_i\)’s higher order terms. Subtracting \(\bar{Y}\) from both sides of the equation (2.4) we get the following equation:

\[
\left( \bar{y}_m - \bar{Y} \right) = \bar{Y} \left( e_0 - \frac{e_i}{2} \log_e A + \frac{e_i^2}{4} \log_e A + \frac{e_0 e_i}{2} \log_e A + \frac{e_i^2}{8} \left( \log_e A \right)^2 \right)
\]

(2.5)

Now taking expectation on both sides of the equation (2.5), we get Bias of the estimator \(\bar{y}_m\) as follows:

\[
\text{Bias}(\bar{y}_m) = \bar{Y} \left[ \frac{C_y^2}{4} \log_e A + \frac{C_x^2}{8} \left( \log_e A \right)^2 + \frac{\rho C_y C_x}{2} \log_e A \right]
\]

(2.6)

Squaring equation (2.5) and taking expectation on both sides, we get mean square of the estimator \(\bar{y}_m\) up to the first order of approximation as follows:

\[
\text{MSE}(\bar{y}_m) = \bar{Y}^2 \left[ C_y^2 \log_e A + \frac{C_x^2}{4} \left( \log_e A \right)^2 - \rho C_y C_x \left( \log_e A \right) \right]
\]

(2.7)

3. **Optimality Condition for the Proposed Estimator \(\bar{y}_m\)**

Differentiating equation (2.7) with respect to \(A\), we get the following equation:

\[
\frac{\partial}{\partial A} (\text{MSE}(\bar{y}_m)) = \frac{C_y^2}{2} \log_e A - \rho C_y C_x \frac{A}{A}
\]

(3.1)

Equating equation (3.1) to zero, we get

\[
\log_e A = \rho \frac{2C_y}{C_x} = 2\zeta
\]

(3.2)

\[
\Rightarrow A = \exp(2\zeta)
\]

(3.3)
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Where $\zeta = \rho \frac{C_y}{C_x}$

Substituting value of $\log_e A$ in equation (2.7), we get Min MSE ($\overline{y}_{ra}$):

$$\text{Min MSE}(\overline{y}_{ra}) = \overline{y}^2 \theta \left(1 - \rho^2\right) C_y^2$$

(3.4)

**Note:** MinMSE($\overline{y}_{ra}$) is same as Variance of regression estimator i.e. estimator $\overline{y}_{ra}$ reduces to regression estimator for the optimal value of $A = \exp(2\zeta)$.

4. **EFFICIENCY COMPARISON WITH THE EXISTING ESTIMATORS**

(i) Proposed estimator $\overline{y}_{ra}$ is better than the usual mean estimator if

$$\text{Min MSE}(\overline{y}_{ra}) < \text{MSE}(\overline{y}_{usual})$$

$$\Rightarrow \left(1 - \rho^2\right) < 1$$

$$\Rightarrow \rho^2 > 0$$

(ii) Proposed estimator $\overline{y}_{ra}$ is better than the ratio estimator $\overline{y}_{ratio}$ if

$$\text{Min MSE}(\overline{y}_{ra}) < \text{MSE}(\overline{y}_{ratio})$$

$$\Rightarrow \left(C_x - \rho C_y\right)^2 > 0$$

$$\Rightarrow C > 0 \quad \text{or} \quad C < 0$$

(iii) Proposed estimator $\overline{y}_{ra}$ is better than the exponential ratio estimator $\overline{y}_{expr}$ if

$$\text{Min MSE}(\overline{y}_{ra}) < \text{MSE}(\overline{y}_{expr})$$

$$\Rightarrow \left(C_x - \rho C_y\right)^2 > 0$$

$$\Rightarrow C > \frac{1}{2} \quad \text{or} \quad C < \frac{1}{2}$$

(iv) Proposed estimator $\overline{y}_{ra}$ is same as the regression estimator $\overline{y}_{reg}$ if we put $A = \exp(2\zeta)$ in MSE expression of $\overline{y}_{ra}$.

5. **EMPIRICAL STUDY**

For the empirical study we have considered following four data sets:
**Table 5.1**: Data sets for the empirical study.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>200</td>
<td>106</td>
<td>104</td>
<td>923</td>
</tr>
<tr>
<td>n</td>
<td>50</td>
<td>20</td>
<td>20</td>
<td>180</td>
</tr>
<tr>
<td>$\bar{Y}$</td>
<td>500</td>
<td>2212.59</td>
<td>625.37</td>
<td>436.4345</td>
</tr>
<tr>
<td>$\bar{X}$</td>
<td>25</td>
<td>27421.70</td>
<td>13.93</td>
<td>11440.5</td>
</tr>
<tr>
<td>$C_y$</td>
<td>15</td>
<td>5.22</td>
<td>1.866</td>
<td>1.7183</td>
</tr>
<tr>
<td>$C_x$</td>
<td>2</td>
<td>2.10</td>
<td>1.653</td>
<td>1.8645</td>
</tr>
<tr>
<td>$\rho$</td>
<td>0.90</td>
<td>0.86</td>
<td>0.865</td>
<td>0.9543</td>
</tr>
</tbody>
</table>

Using above four data sets we have compared the efficiency of the existing and the proposed estimator by calculating MSE (mean square error) and PRE (percentage relative efficiency).

PRE of the estimators is calculated using following formula.

$$\text{PRE}(\bar{Y}_i) = \frac{\text{MSE}(\bar{Y}_{\text{usual}})}{\text{MSE}(\bar{Y}_i)} \times 100 \quad (5.1)$$

where $\bar{Y}_i = \bar{Y}_{\text{ratio}}, \bar{Y}_{\text{expr}}, \bar{Y}_{\text{ra}}, \bar{Y}_{\text{reg}}$

**Table 5.2**: Table representing MSE and PRE of existing estimators and the proposed estimator.

<table>
<thead>
<tr>
<th>Estimators</th>
<th>Population I</th>
<th>Population II</th>
<th>Population III</th>
<th>Population IV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MSE</td>
<td>PRE</td>
<td>MSE</td>
<td>PRE</td>
</tr>
<tr>
<td>$\bar{Y}_{\text{usual}}$</td>
<td>843750</td>
<td>100</td>
<td>5411348</td>
<td>100</td>
</tr>
<tr>
<td>$\bar{Y}_{\text{ratio}}$</td>
<td>656250</td>
<td>128.57</td>
<td>2542740</td>
<td>212.82</td>
</tr>
<tr>
<td>$\bar{Y}_{\text{expr}}$</td>
<td>746250</td>
<td>113.06</td>
<td>3758095</td>
<td>143.99</td>
</tr>
<tr>
<td>$\bar{Y}_{\text{reg}}$</td>
<td>160312.5</td>
<td>526.31</td>
<td>1409115</td>
<td>384.02</td>
</tr>
<tr>
<td>$\bar{Y}_{\text{ra}}$</td>
<td>160312.5</td>
<td>526.31</td>
<td>1409115</td>
<td>384.02</td>
</tr>
</tbody>
</table>


From the Table 5.2, it is clear that on the basis of PRE and MSE of the estimators our proposed estimator $\bar{Y}_{ra}$ performs much better than $\bar{Y}_{usual}$, $\bar{Y}_{ratio}$ and $\bar{Y}_{expr}$. So exponential estimator should not be restricted to $e=2.71$, as it performs better as we increase the value of $A$. Min MSE ($\bar{Y}_{ra}$) is achieved at the point $A = \exp(2\varsigma)$, and after this point as we increase the value of $A$ MSE ($\bar{Y}_{ra}$) starts increasing. Value of constant $A$ should be $2.71 < A < \exp(2\varsigma)$ to achieve more efficient estimator than the exponential estimator. That’s why we have shown the point where Min MSE ($\bar{Y}_{ra}$) is achieved.

6. CONCLUSION

In this article we have proposed a generalized exponential estimator $\bar{Y}_{ra}$ using auxiliary variable under SRSWOR. We have theoretically as well as empirically proven that our proposed estimator shows the highest efficiency among the other considered estimators. We have also calculated the value of the constant $A$ where MSE of the proposed estimator is minimum i.e. $A = \exp(2\varsigma)$. Therefore it is advisable to use our proposed estimator over exponential estimator (in the range $2.71 < A < \exp(2\varsigma)$).
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